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Abstract: In today’s competitive world, productivity is a fundamental concept 
in assessing economic performance of organisations. Due to the fierce 
competition and customer requirement variation, organisations should produce 
various types of products. This type of production requires a sophisticated 
productivity measurement system and organisations still confront with the 
challenges of lacking an appropriate system. Labour productivity is one of the 
most important indices among partial productivity indicators and plays a key 
role in the productions and services as outcome. In this paper, labour 
productivity issue is examined by nearest neighbour algorithm (NNA) in order 
to classify products. In the following, considering the required workforce for 
standard parts in each category and also their production processes, multiple 
regression method is applied to calculate the value of products and to 
standardise outputs. A case study is also presented to examine the validity of 
proposed method. Some advantages of this method include; increasing  
labour productivity, improving production system, a more precise planning and 
responding to market fluctuation. 
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1 Introduction 

In the modern competitive world, productivity is a fundamental concept in assessing 
economic performance of organisations. Therefore, productivity improvement has 
become a key objective for industries. Productivity is measured as a ratio of outputs to 
inputs but it has no meaning by itself. It is meaningful when it is compared to 
productivity measured in prior periods or is measured from comparable facilities 
producing similar outputs (Banker et al., 1989). During the last two decades, the role of 
human capital in economic growth has been extensively discussed (Marelli and 
Signorelli, 2010). Labour as a production factor affects production costs. So, increasing 
labour productivity may lead to higher production (Tilton, 2001). Labour productivity is 
the result of worker ability and promotion. Therefore, it is important to arrange working 
hours and to determine workforce assignment (Billikopf, 2003). 

There are four main methods for measuring productivity. Production function model 
and stochastic frontier are the parametric methods. But, total factor productivity (TFP) 
and data envelopment analysis (DEA) are the non-parametric methods (Coelli et al., 
2005). According to the theoretical and empirical researches on this issue, there is not a 
unique method for measuring productivity in organisations (Singh et al., 2000). However, 
improving performance and increasing productivity requires a well understanding of 
various indicators in this context (Soekiman et al., 2011). To achieve this understanding, 
it is important to study those productivity drivers which operate in the micro level 
productivity (Demeter et al., 2011). 

Nowadays, organisations are dealing with a wide range of manufacturing processes, 
technical specification and physical features of products. These factors which  
are interrelated with customer requirements influence the production level. These 
manufacturing systems have multiple outputs and inputs. Standard approaches involving 
profit or cost function can be calculated, in case of having costs or prices data  
(Dorfman and Koop, 2005). When these data are not available, some new approaches 
should be elicited to measure productivity indicator. 

There are a number of methodologies which estimate productivity. Van Beveren 
(2012) provided an overview on the methodologies issues for estimating TFP at the 
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establishment level. The findings confirm that theoretically there are biases in traditional 
production function estimates. 

The main of this paper is to examine the labour productivity. Therefore, nearest 
neighbour algorithm (NNA) is applied to classify the products and multiple regression 
method is utilised to compute the value of products and to standardise the outputs. 
Finally, a case study is presented to examine the applicability of proposed method. 

2 Literature review 

Productivity and performance measurement has been considered as an essential issue for 
continuous improvement. Phusavat and Photaranon (2006) addressed two important 
problems facing the production department at a government pharmaceutical organisation. 
The two identified issues were lack of productivity and performance measurement and 
the need to assess the functional readiness. In another study conducted by Markham  
et al. (2006), the results of using an ordinary least squares approach and combined 
genetic algorithm with artificial neural network were compared to improve the prediction 
of employees’ productivity. The findings confirm that the results of the two proposed 
techniques were different. Khazabi (2008) examined the Canadian labour productivity 
between 1961 and 2003. In this study, time series was utilised to develop an econometric 
model which considers the relations between labour productivity and R&D activities. The 
findings reveal that the type of capital involved has a significant influence on the labour 
productivity and growth improvement. 

Islam and Syed Shazali (2011) identified three factors including degree of skills, 
favourable working environment and R&D which may influence manufacturing 
productivity of labour-intensive industries. Although all the factors were positively 
correlated with productivity, the most significant positive correlation referred to R&D 
expenditure and productivity. Akyüz and Kuruüzüm (2011) proposed a modelling 
approach in order to measure and improve performance in process industry. In this study, 
the relations between strategic level decision alternatives and operational level in 
manufacturing system were examined. Noruzy et al. (2011) investigated the factors 
influencing the productivity of workers’ knowledge through the factor analysis. 
According to the obtained results, job satisfaction and capability as individual factors and 
participation, education, motivation and organisational communication as organisational 
factors were the most important issues which may affect productivity. Razak et al. (2011) 
proposed a new developed model called ‘Workforce competency model’ in order to 
assess maintenance workers’ performance in terms of addressed indicators and to 
improve the effectiveness of the organisation’s maintenance system. In another study, 
Phusavat et al. (2012) addressed some productivity indicators from analysing the business 
strategies of a company. The key productivity indicators were flexibility, delivery, 
management and meantime. 

Another issue which has been considered by scholars and practitioner is accurate 
estimation of the equipment utilisation. Jeong and Phillips (2001) presented a new loss 
classification scheme for calculating the overall equipment effectiveness. The new 
subjects involved in equipment effectiveness were state analysis, relative loss analysis, 
lost unit analysis and product unit analysis. Moreover, accessible time is an important 
factor which can influence productivity. Shepard and Clifton (2000) examined that  
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whether or not the longer hours working time reduce productivity in manufacturing. The 
empirical findings revealed that use of overtime hours lead to lower average productivity 
since it operate as an input factor in productivity measure. 

3 Productivity 

Nowadays, most firms intend to use some appropriate strategic approaches in order to 
increase their productivity and quality of services. 

Productivity has been applied as a measurement instrument for assessing different 
decisions and preventing resources’ wastes (Gunasekaran et al., 1994). Also it can help 
managers to determine the subsequent investments on a new technology and to divide 
resources allocation (Chiou et al., 1999). Greasley (2009) stated that “productivity is used 
at both organizational and national level as a comparative measure of performance”. 
Productivity is a concept in which both effectiveness and efficiency issues are considered 
(Kurosawa, 1991). In general, productivity can be defined as a ratio of outputs into inputs 
in a manufacturing or service process. Inputs are the production factors which are used in 
manufacturing process or delivering services, and outputs are the finished goods or 
services. 

In summary, productivity can be defined according to the following items  
(Hannula, 2002): 

• ratio of outputs to inputs 

• the amount of using manufacturing sources appropriately 

• organisational efficiency in converting inputs to outputs. 

The most familiar definition for productivity is the ratio of outputs to inputs. Productivity 
is usually measured for the following purposes (Hannula, 2002): 

• assessing the technological changes 

• verifying efficiency 

• verifying saved costs 

• benchmarking of manufacturing or services processes 

• examining the living standards in the society. 

Moreover, it is necessary to analyse the results of productivity measurement in order to 
improve those purposes. Rao et al. (2005) presented an expert system in which the 
spreadsheet software is utilised in order to analyse productivity. 

4 Productivity measurement 

Productivity measurement concept encompasses input measurement, output measurement 
and the proper method for analysing the results. 



   

 

   

   
 

   

   

 

   

    Labour productivity measurement 61    
 

    
 
 

   

   
 

   

   

 

   

       
 

4.1 Input measurement 

In terms of input perspective, productivity can be classified into two basic parts. Based on 
the available data and the purpose of productivity measurement, the proper method can 
be selected. 

4.1.1 Single factor productivity/partial productivity 

In this method, productivity is measured by a collection of outputs and a single input. 
One of the most popular types of productivity in this method is the productivity based on 
the labour or capital input. In this method, output can be assessed according to the gross 
output or value-added. One of the advantages of single factor productivity method is its 
simplicity in measuring data and analysing results (Nezu, 2001). 

4.1.2 Multiple factor productivity 

In this method, productivity is measured by a combination of some inputs and outputs. 
One of the most common kinds of productivity in this method is the productivity based 
on labour and capital inputs or based on a combination of capital, labour, energy, material 
and services (KLEMS). This method is not so different from the previous method in 
output measurement; and is often used for performance assessment of new technologies 
in the organisation (Nezu, 2001). 

4.2 Output measurement 

In order to calculate outputs, the relations between productivity and the variances of 
standard cost systems should be considered (Banker et al., 1989). Outputs in productivity 
context can be measured by one of the following methods. 

4.2.1 Productivity measurement based on gross output 

Gross output can be meant as goods or services produced in a manufacturing department 
and are used in another place/department. So, gross output indicates sale value or 
increasing stock value without considering purchased or input raw material values  
(Nezu, 2001). 

4.2.2 Productivity measurement based on value-added 

When purchase value of the goods used for manufacturing products or services is 
deducted from final product value, output can be calculated based on value-added. On the 
other hand, the value-added is a net measurement method. In this method depreciation 
may not be deducted from output value. From income point of view, value-added is equal 
to the income obtained from initial production factors such as labour, capital and tax. 
Output can be defined according to the output value, actual product number, weight, etc. 
(Nezu, 2001). 
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4.2.3 Measurement methods 

There are four main methods in measuring productivity. The first two methods are related 
to time series data, and the two others refer to cross sectional data. In addition, these 
methods can be divided into parametric and non-parametric methods in this section, the 
first and fourth methods are in the category of parametric method. 

4.2.3.1 Least squares econometrics production models 

Production, cost or profit functions are both dependent and independent variables. These 
concepts while can be presented in different ways, and can be displayed in the form of  
Y = f(x1, x2, x3, x4,…), where Y is dependent variable and xi is explicative variable. 
Parameters of production function can be estimated through least squared error.  
These functions make it possible to verify and assess economical specifications of 
manufacturing technology. In these models, xi variable is considered as manufacturing 
input such as labour or capital, and Y is considered as output or final product. After 
estimating parameters of the model through ordinary least squared (OLS), manufacturing 
variation are calculated based on the changes of production factors as the first derivation 
of production function to considered (Coelli et al., 2005). 

4.2.3.2 TFP indices 

TFP index is defined as a set of outputs to set of inputs. One of the simple method for 
measuring TFP is the calculation of organisation’s profit regarding to various outputs and 
inputs. Suppose that q1 and q2 are output vectors of two companies which are produce 
with x1 and x2 inputs. Sale price vectors are (P1 and P2) and input costs are (w1 and w2). 
TFPs of companies 1 and 2 are as follows (Coelli et al., 2005): 
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So, efficiency ratio of the second company to the first company can be defined as below: 
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4.2.3.3 Stochastic frontier 

In this method, organisation’s efficiency is calculated based on the stochastic frontier of 
production function. Production function is defined as below: 

i i i ilnq x v uβ′= + −  
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Since the maximum of production function is bounded to ( )exp ,i ix vβ′ +  this function is 
called stochastic frontier function. Error value in this function can be positive or negative, 
whereas output value fluctuates around ( )exp .ix β′  If qi is manufactured with xi input, 
stochastic frontier value of Cobb-Douglas function is defined as below: 

0 1i i i ilnq lnx v uβ β= + + −  

( )0 1expi i i iq lnx v uβ β= + + −  

( ) ( ) ( )0 1exp exp expi i i iq lnx v uβ β= + × × −  

In this equation, TEi = exp(–ui) indicates technical efficiency of ith organisation and is 
used for calculating and predicting efficiency of an industry (Aigner et al., 1976). 

Stochastic frontier can be applied to measure the effect of technology changes. 

5 Labour productivity 

Labour productivity is one of the most common indices among partial productivities. 
This index describes the role of labour in manufacturing products or services. More 
labour productivity indicates better efficiency and more useful labour (Nezu, 2001). 

 
 

OutputLabour productivity
Labour input

=  

Nowadays, partial productivities are widely used in industrial organisations. The 
competitive conditions of marketplaces have forced organisations to improve their 
productivity. However, partial productivities cannot truly demonstrate performance 
variations. The problem with applying partial productivities is that calculating output 
ratio with a specific input does not clearly indicate the trade-off between manufacturing 
sources. So, increasing in one of the production factors of productivity may lead to 
productivity reduction in another factor because partial productivities are the ratio of net 
or gross output to a specific input (Sumanth and Einspruch, 1980). 

Census of manufactures (CM) and annual survey of manufactures (ASM) present 
different information for labour working in industries. There are four methods for 
calculating the labour input: working time (man hour), paid costs for labours, the number 
of labours regarding to working time, and the number of direct labours (Ahn and Abt, 
2006). 

Productivity can be calculated through dividing output into one of the above factors 
above. Output is the goods or services produced by manufacturing system (Ahn, and Abt, 
2006). Hara and Hibiki (2011) considered per hours as an important measure of labour 
productivity and introduced labour productivity as below: 

     
  

Real value added Real value addedLabour productivity
Labour input Employment hours worked

= =
×
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In a study by Masud (1985), time series were applied to predict factory productivity. In 
this research, labour productivity index was used as a ratio of standard working time to 
actual working time in order to estimate the number of required labours in the future, in 
Cessna air industry. 

Nowadays, the typical techniques for calculating performance index based on cost 
accounting, cannot analyse manufacturing problems and complexity. However, 
developed integrated information system can remove theses constraints. Chen (2008) 
presented an integrated dynamic performance measurement system (IDPMS) which 
involve company management, process improvement and manufacturing workshops. In 
this research, the indices were converted to quantitative indices in JIT system. Therefore, 
managers can use them to increase manufacturing performance resulted in internal and 
external customers’ satisfaction. 

Demeter et al. (2011) focused on the drivers influence labour productivity at the 
operational level. They categorise the drivers into two sets of level: a. current working 
practices and b. changing working practices through the programmes proposed by 
management. 

6 Nearest neighbour and multiple regression 

6.1 Nearest neighbour algorithm 

Humans’ minds unconsciously try to categorise and classify different phenomena in order 
to better understand the real world. Classification is labelling selected objects in the 
predefined classes. It can be characterised by a well-defined classes, and a training set 
consist of pre-classified examples (Hair et al., 2009).There are a number of techniques 
that are useful for classification. Neural networks, logistic regression, decision tree 
models, as standard binary classification tools, and k-nearest neighbour are some 
methods that are usually used for classification (Olson and Delen, 2008). 

Nearest neighbour is one of the simple intuitive methods in statistic classification 
field introduced by Fix and Hodges (Silverman et al., 1951). This is a non-parametric 
method which can be applied to classify a new sample regarding to its differences with 
learning set. New sample class is determined according to its distance with other samples 
(Hechenbichler and Schliep, 2004). For this purpose, the distance between the new 
sample and the learning set is measured in each class. Then, the new sample is assigned 
to the class which has the least average distance. It is important to note that the new 
sample can be assigned to more than one class. However, the best allocation refers to the 
class with the shortest distance (Witten and Frank, 2005). 

Where samples are P dimensional, each sample is displayed by (X1i, X2i,…, XPi) 
assuming that the training set is shown by Xj. Euclidean distance of new sample in 
training set is calculated as below: 
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The distance can be calculated directly, as below: 

( )
1

,
p

i j is js
s

d x x x x
=

= −∑  

The general method (Minkowski distance) for calculating the distances between samples 
is as follows: 
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1/
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q
p q
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⎛ ⎞
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⎜ ⎟
⎝ ⎠
∑  

In order to determine the best class, average and standard deviation in the class members 
should be calculated. It is clear that the best class is the class with the least average and 
deviation (Thomas and Fomby, 2008). 

6.2 Multiple regression 

Regression modelling is a powerful method for estimating the value of a continuous 
target variable (Larose, 2006). Multiple regression is a statistical method for studying the 
relations between a single dependent variable and one or more independent variables. 

A simple linear multiple regression is as follow: 

1 1 2 2 ... ,i iY B X B X B X B= + + + +  

where Y is dependent variable and Xi, i = 1 to n are independent variables. 
Ratio scales, interval scales, ordinal scales, nominal scales are different type of 

variables that can be employed in a multiple regression. 
The estimate regression coefficients, OLS value is used (Salvatore and Reagle, 2002). 
OLS for computing bivariate regression model; Y = B1X1 + B2X2 + B are as below: 

(Cohen et al., 2003). 

Step1 Calculating ry1; correlation between Y and X1. 

Step2 Calculating ry2; correlation between Y and X2. 

Step3 Calculating r12; correlation between X1 and X2. 

Step4 Calculating βy1.2 and βy2.1; standardised partial regression coefficients. 

Step5 Calculating By1.2 and By2.1 as regression coefficients. 

Setp6 Calculating B as regression constant. 

After estimating coefficients, OLS assumptions such as multi-collinearity, 
heteroscedasticity and autocorrelation should be controlled (Renfro, 2009). 

These steps will be more complex in multiple regression equations. Therefore some 
statistical software such as SPSS and Eviews can be used to solve the multiple regression 
models. 
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7 Product classification and standardisation 

As it is mentioned in this research, a productivity model is presented to assess the labour 
efficiency in a varied production system. In these systems, demand strategy is usually 
Make-to-order and products are produced according to customer requirements. Therefore, 
labour productivity assessment needs an especial model regarding to variety of products, 
customer requirements and varied manufacturing processes. Different types of products 
have their own production factors such as labour, material, capital and energy. 
Considering this assumption, there are two main steps for labour productivity 
measurement: 

• Step 1: products classification regarding to the similarity in manufacturing process. 
In this step, more frequent products make different predefined classes. According to 
the manufacturing process and the similarity, the most frequent product in each class 
is selected as the standard output of that class. Other products’ values of each class 
are calculated as below: 

1
1

1

p
ii

q
jj

T
W

T
=

=

⎛ ⎞
⎜ ⎟= ⎜ ⎟
⎜ ⎟
⎝ ⎠

∑
∑

 

Wl is the value of product l in comparison with standard product in its class. Ti is direct 
man-hour work needed for activity i in manufacturing process of product l. Tj is direct 
man-hour work needed for activity j of standard product in its class. Therefore, all 
products in each class can be evaluated as standard products of the class. Finally, these 
products are used as a training set. 

New products that have never been produced should be classified in predefined 
classes with NNA. This algorithm is useful for numerical samples but not dummy 
samples. For this purpose, each new product according to its manufacturing processes is 
assumed as an n dimensional binary variable. Each dimension of new sample indicates a 
specific operation where 1 means that operation exists in manufacturing process of new 
product and 0 indicates that it does not exist. In order to determine the best class for new 
product, it should be compared with training sets according to Table 1. 
Table 1 Miss-match quantity 

Sample i  

1 0 

1 P1 P2 New sample 
0 P3 P4 

Note: Mis-match quantity = P2 + P3 

So, new sample distance from each member of training set is defined as d = p2 + p3 and 
the best classis the one with minimum distance average and standard deviation. 

• Step 2: estimating Wk; in this step, the value of new product is estimated regarding to 
product technical specifications and machineries used for manufacturing as a main 
features of each class. For this purpose, a multiple regression model is developed. 
This model can be linear or non-linear: 



   

 

   

   
 

   

   

 

   

    Labour productivity measurement 67    
 

    
 
 

   

   
 

   

   

 

   

       
 

1 2 1 3 2 4 3k m mW a a X a X a X a X= + + + +"  

After standardising new products, total output quantity should be calculated as below: 

1

 
n

k k
k

Total quantity W Q
=

=∑  

where Wk is value of product k in comparison to standard product and Qk is the quantity 
of product k that was produced in this period. In this paper, labour input is the direct 
labours’ working time and labours output is the manufactured parts. Labour productivity 
is calculated as below: 

1 
 

n
k kk

W Q
Labour productivity

Direct man hour
==

−
∑  

For more accurate estimation of products, first of all weight coefficient of similar 
products in manufacturing process should be categorised. Then, a multiple regression 
model can be used to estimate product weight coefficient according to products’ technical 
specification and their technology level. 

8 Case study 

The empirical study in this paper was performed in Pars Noor Electric Company. Pars 
Noor Co. produces different types of lighting towers and traffic poles. The manufacturing 
process consists of 100 to 350 activities depending on product types with make-to-order 
demand strategy. In this manufacturing system, there are a variety of technical 
specifications and physical features of products which are formed based on customer 
requirements or installation regional conditions. These features may lead to intense 
fluctuations in production level. For instance, in some months, production level 
fluctuation is recorded up to 50%. In this company, different types of welding processes 
are used as the main manufacturing activity. Production planning department organises 
the production line according to the due date and labour productivity. In most cases, the 
company schedules the activities according to the manufacturing map proposed by 
customers. In this paper, labour productivity of welding station is measured. The main 
problems in scheduling activities of work station are pole length, steel thickness, part 
type and the machine used in welding process. 

In order to measure labour productivity, all activities in different manufacturing 
processes were addressed and each product was considered as a sample with P 
dimensions. P is the number of detected activities in various processes: 

( )1 2, ,...,i j j pjX X X X=  

So, if jth product has ith activity in its manufacturing process, then Xij = 1; else Xij = 0. For 
example, if X1j indicates longitudinal welding in jth manufacturing product, then X1j = 1, 
and if it does not exist in product manufacturing process, then X1j = 0. As mentioned 
before, new sample is classified according to NNA using Table 1. 

Let us assume a simple case with six categories of products and 12 activities in each 
manufacturing process (Table 2), if a new product with certain specifications (Table 3) 
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enters the production line, the results would be obtained according to Table 4 in order to 
determine the best category. 
Table 2 Sample of each class 

Activity number 
Class 

1 2 3 4 5 6 7 8 9 10 11 12 
A 1 1 1 1 1 0 0 1 0 0 0 0 
B 1 1 1 1 1 1 1 1 0 0 0 0 
C 1 1 0 1 0 0 0 1 0 0 0 0 
D 0 0 0 0 1 0 0 0 1 1 0 1 
E 1 0 1 0 1 1 1 0 0 0 0 1 
F 1 0 0 1 0 0 0 0 1 0 1 1 

Table 3 Manufacturing activity for new sample 

Process number 
Sample 

1 2 3 4 5 6 7 8 9 10 11 12 
N 1 1 1 1 1 0 0 0 0 1 0 1 

Table 4 Classification result for new sample 

Row Class label Distance average Distance St. dev 

1 Class D 3 1.205 
2 Class A 4.16 1.329 
3 Class C 5 1.423 
4 Class B 5 1.820 
5 Class F 6 2.190 
6 Class E 7 2.070 

After determining the best category for each new product, a multiple regression model 
from effective factors in labour usage index is generated. This model estimates products 
value in compare to the standard product of the class. 

As it is mentioned, in addition to manufacturing process, technical specifications and 
physical features of product and also machineries are effective on labour usage index of 
products. 

Class D is the best class in this case. It contains four factors which compute product 
value: 

1 length of product (meter) (L) 

2 thickness of the sheet used in the product (millimetre) (TH) 

3 manufactured part type as dummy variable (1, 2, 3) (D1, D2) 

4 the type of machine used in production as dummy variable (D3). 

To create a regression model, one dependent variable and five independent variables are 
needed. D1 and D2 are dummy variables related to product type. If D1 = 1, the product is 
from first type, if D2 = 1, the product is from the second type, and otherwise the product 
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is the third type. D3 dummy variable indicates the type of machine used in production  
(1 indicates automatic welding machine and 0 indicates manual welding machine). 

The following equation shows the value of a new product: 

1 2 3 4 1 5 2 6 3newW a a L a TH a D a D a D= + + + + +  

The analysis of variance (ANOVA) performed by EViews5 software presented in Table 5 
shows the results of studying manufacturing drawings and reports of 144 different 
products. 
Table 5 Analysis of variance 

 df SS MS F 

Regression 5 0.095203 0.019041 171.97 
Residual 138 1.250771 0.009064  
Total 143 1.345974 0.009412  

     

 Coefficients Standard error T-stat Prob 

α1 –0.309357 0.067090 –4.611048 0.0000 
α2 0.165812 0.007186 23.07306 0.0000 
α3 0.131500 0.015867 8.287579 0.0000 

α4 0.143125 0.019433 7.364984 0.0000 

α5 0.049875 0.019433 2.566488 0.0113 

α6 –0.225917 0.015867 –14.23804 0.0000 

In this model R2 = 0.8617 states that about 86% of Wnew behaviours are predictable by 
explicative variables. 

To verify the regression model, OLS assumptions were controlled. Model does not 
contain multi-collinearity, heteroscedasticity and autocorrelation. 

9 Conclusions 

In this research, a NNA and a multiple regression model for labour productivity 
measurement in a varied manufacturing system were presented. Although activities  
used in nearest neighbour are less than actual number, this algorithm is useful for 
manufacturing processes with more numerous activities. The proposed regression model 
is able to estimate weights of coefficients in its category, and there is no need to collect 
manufacturing data and technical drawings for new product. In order to measure total 
productivity, it is just enough to extend these coefficients to other manufacturing factors. 
Also, if labour level and remaining orders are specified, a base for manufacturing lead 
time estimation and free capacities for future will be obtained. This research can be used 
to analyse sensitivity of production costs in the same condition. 

The proposed multiple regression equation can compute the value of manufactured 
products regarding to the standard products in each category. Therefore, the output of 
production line can be easily measured in each period of time. Moreover, it is possible to 
measure the productivity of labours. 



   

 

   

   
 

   

   

 

   

   70 M. Salehi et al.    
 

    
 
 

   

   
 

   

   

 

   

       
 

9.1 Research limitations and managerial implications 

With increased competitive and challenging environment the role of labours in improving 
productivity has become more critical. Although labour productivity concept is a general 
issue, increasing this measure requires a thorough analysis. Specifically in this study, 
NNA and multiple regression method were undertaken to classify the products and to 
compute the value of products, respectively. The classification and standardisation of 
products seems to help managers to improve labour productivity. Besides, it can provide 
some useful information for managers to prepare a more precise planning and to  
improve the production system. In addition, the company can better responds to market 
fluctuations. The proposed methodology can be exploited in a number of manufacturing 
companies and it is believed that the results may provide great competitive advantages to 
operational managers. 

9.2 Future studies 

Regarding to the importance of labour productivity issue and variety of products in 
manufacturing organisations, the necessity of thorough researches in this context is 
increasing. Therefore, the following suggestions for further studies in this issue can be 
proposed: 

• In this study, shape of products, type of machines and manufacturing process were 
considered. Therefore, some other factors such as demand volume, due date, etc can 
be involved. 

• Due to the uncertainty condition in current competitive marketplace, considering 
fuzzy approach can be applicable. 

• Since a number of factors can influence the classification of products and labour 
productivity, further studies can utilise some meta-heuristics methods such as 
artificial neural network, genetic algorithm, etc. to overcome the complexity of 
problems. 

• In further research, it would be useful to compute the multiple regression equations 
for all work stations. Therefore, the findings would be more reliable. 
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